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Abstract

This paper presents a real-time speech recognition system based on the OpenAl Whisper model. The system innovatively adopts a
multi-threaded producer-consumer architecture, receiving audio streams from voice recorders via the UDP protocol, converting them
into WAV format files, and performing real-time recognition. For practical applications, the system achieves improved recognition
accuracy through GPU-accelerated optimization and the use of a fine-tuned Whisper-small model, while delivering end-to-end
processing latency below 1 second. This provides a lightweight, scalable engineering solution for aviation air traffic control's speech-
to-text services.
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